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BBasics

• The conditional distribution of Y given X is

fY |X(y|x) =
f(x, y)

fX(x)
.

– It can be shown that E[Y ] = E
x

[
E
y
[Y |X]

]
.

• The marginal distribution is fX(x) =∫
f(x, y) dy.

• The variance of a sum is given by

V

[∑
i

aiXi

]
=
∑
i

∑
j

ai aj Cov[Xi, Xj ].

– The correlation ρXY is a scaled covariance:

ρXY =
σXY
σXσY

, where σXY = Cov[Xi, Xj ].

• The expected value is E[h(x)] =
∫
p(x)h(x) dx.

• A useful shortcut is V[X] = E[X2]− E[X]2.

• When the skew E[(X − µ)3]/σ3 is positive, the
right tail is longer or fatter.

BProbability functions

• If a cont. mapping Y = g(X) is monotonic with
inverse X = h(Y ), then fY (y) = fX(x) |h′(y)|.
– The generalization uses the Jacobian |det ∂(x)∂(y) |.
• The r’th order moment of X is E [Xr].

• The moment generating function (MGF) of
X is defined as MX(t) = E

[
etX
]
.

– It uniquely defines f(x) if it’s valid for a range
including zero.

– Defines the moments by ∂rtMX(t)|t=0 = E [Xr].

– If RX(t) = lnMX(t), then µ = R′X(0) and
σ = R′′X(0).

– Y =
∑

i aiXi, iff MY (t) = ΠiMXi(ait)

• Discrete probability mass functions

– exp(λ) = λe−λx , x ≥ 0

– poisson(λ) = λxe−λ/x! , x ≥ 0

• Continuous probability density functions

– The gamma function is Γ(k) =
∫∞
0 xk−1e−x dx.

– norm(µ, σ) = exp(−(x− µ)2/2σ2)/
√

2πσ

– X is lognormally distributed if log(X) ∼ norm.

– The Weibull distribution is defined for x ≥ 0 as

f(x;α, β) =
α

βα
xα−1 exp (−(x/β)α) ,

where α is a location parameter, β is a scale
parameter and f(x;α, β) may be shifted too.

– The student-t distribution is the distribution of

T =
Z√
X/ν

∼=
X̄ − µ
S/
√
n
,

where Z ∼ norm and X ∼ χ2
ν .

– The Chi-squared distribution is the distribu-
tion of a sum of standard normals, i.e. χ2

ν =
Z2
1 + · · ·+ Z2

ν .

– The f-squared distribution is the distribution of

F =
χ2
ν1/ν1

χ2
ν2/ν2

.

– The standard beta distribution on [0, 1] is

f(x;α, β) =
Γ(α+ β)

Γ(α)Γ(β)
xα−1 (1− x)β−1

BOrder statistics

• The order statistics of X1, . . . , Xn is obtained by
sorting the random variables, yielding Y1, . . . , Yn.

• The CDF of Y1 (smallest value) is

P (Y1 < y) = 1− [1− P (Y < y)]n

• The CDF of Yn (largest value) is

P (Yn < y) = [P (Y ≤ y)]n

• The joint pdf of Y1, . . . , Yn is given by

g(y1, . . . , yn) = n! f(y1)× . . .× f(yn).

BPoint estimation and CIs

• A point estimate θ̂ is a sample based value for θ.

• Moment estimators equate theoretical mo-
ments E[Xr] =

∫
f(x)xr dx with sample moments

n−1
∑

iX
r
i to estimate θ. Simple, often biased.

• Three criteria for choosing θ̂:

– No bias, choose E[θ̂] = θ.

– If no bias, choose minimum variance V[θ̂].

– Trade-off between bias and variance: min
θ̂

MSE.

• The mean squared error of an estimator is

MSE[θ̂] = E[(θ̂−θ)2] = V[θ̂]+E[θ̂−θ]2 = var+bias2

• Confidence interval for µ when σ is known:

µ0 ± zα/2
σ√
n



• Confidence interval for µ when σ is unknown:

µ0 ± tα/2,n−1
s√
n

• Confidence interval for σ2:

(n− 1)s2

χ2
α/2,n−1

< σ2 <
(n− 1)s2

χ2
1−α/2,n−1

• Two approaches to bootstrap CI for x̄:

– Use x̄±zα/2sb, where s2b =
∑n

i (x̄∗i−x̄∗)2/(n−1)

– Bootstrap, compute n x̄∗i ’s, use percentiles.

BTests

• In a z-test for differences, the hypothesis is
that µ1 − µ2 = ∆0, and σ1 and σ2 are both
known. Combine standard deviations and test
with z-test. Either X and Y are normal, or CLT
applies.

• In a t-test for differences, the hypothesis is
that µ1 − µ2 = ∆0, and σ1,2 are both unknown.
Combine s1 and s2 and use t-test. Degrees of
freedom is found in an involved expression.

– If σ1 = σ2, but both are unknown, pool them

S2
p =

m− 1

m+ n− 2
s21 +

n− 1

m+ n− 2
s22,

and employ a t-test with m+ n− 2 df.

• A Type I error is rejecting H0 when H0 is true.
A Type II error is keeping H0 when H0 is false.

• The power function is β(µ) = Pµ(rejecting H0).

BANOVA

• In one-way ANOVA, the hypotheses are

H0 : µ1 = µ2 = · · · = µI

H0 : at least 1 µi 6= µj

Assumes normal distributions and same variance.

• The sum of squares are

SSTr = J
∑
i

(
Ȳi· − Ȳ··

)2
(between-group)

SSE =
∑
i

∑
j

(
Yij − Ȳi·

)2
(within-group)

SST = SSTr + SSE (total)

MSTr =
SSTr

I − 1
MSE =

SSE

I(J − 1)
f =

MSTr

MSE

– The ratio is distributed as f ∼ FI−1,I(J−1)
– Under the null hypothesis, SSTr ∼ χ2

I−1, SSE ∼
χ2
I(J−1) and SST ∼ χ2

IJ−1.

• To test for differences, sort µi’s, form the interval

x̄i· − x̄j· ±Qα,I,I(J−1)
√

MSE/J

and extend lines to test for significant differences.

BRegression

• Assume yi = β0 + β1xi + εi, where εi are i.i.d.
standard normals.

– Implies E[εi] = 0, V[ε] = σ2 and independence.

• Sxx =
∑

i(xi − x̄)2 =
∑

i x
2
i − n−1 (

∑
i xi)

2

• In y = β̂0 + β̂1x, we compute β̂1 and β̂0 as:

– β̂1 = Sxy/Sxx and β̂0 = ȳ − x̄β1
• The coefficient of determination r2 is given by

r2 = 1− SSE

SST
= 1−

∑
i(yi − ŷi)2∑
i(yi − ȳ)2

= 1− res.σ2

tot.σ2

The empirical correlation is ρ =
√
r2.

• Interference about β̂1, i.e. β̂1 ± tα/2,n−2 sβ̂1 .

– V[β̂1] = σ2
β̂1

= σ2/Sxx, where σ2 = SSE/(n−2).

• Sample correlation coefficient: Sxy/(
√
Sxx
√
Syy).

• Confidence interval - interference of µY |X ,
which is deterministic. Prediction interval -
interference of future Y values, which is stochas-
tic.

BGoodness-of-fit tests

• Goodness-of-fit tests are based on

χ2 =
n∑
i

(obsi − expectedi)
2

expectedi
(valid if npi ≥ 5)

which has ∼ χ2
n−1−m degrees of freedom (m is the

number of estimated parameters used to compute
pi), or alternatively ∼ χ2

(I−1)(J−1) if it’s a contin-
gency table.

BNonparametrics

• The Wilcoxon signed rank test has H0 : µ =
µ0. Subtract µ0, rank the data by absolute value,
then re-assign the signs. If H0 is true, the sum of
the positive ranks S+ should be relatively small.
Assumes symmetric distribution.

• The Wilcoxon ranked sum test has H0 : µA =
µB. Assume m data points from A and n from
B. Concatenate data, rank it, and sum ranks W
associated with data from A. If H0 is true, W
will be somewhere in the middle of

m(m+ 1)

2
≤W ≤ n(n+ 2m+ 1)

2

Assumes identical distribution shapes.
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